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Abstract. In this paper, a practical matrix method is presented
for solving a particular type of telegraph equations. This proce-
dure is based on Bernouli Polynomials. This matrix method with
collocation suited nodes, decreases the supposed equations into sys-
tem of algebric equations with unknown Bernouli coefficients. The
obtained system is solved and approximate solutions are achieved.
The well-conditioning of problems is also considered. The indi-
cated method creates the well-conditioned problems. Some numer-
ical problems are comprised to confirm the efficacy and fitting of
the suggested method. The presented technique is easy to imple-
ment and produces accurate results. The precision of the method is
demonstrated by measuring the errors between exact solutions and
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1. Introduction

The telegraph equations are partial differential equations that outline
the voltage and current on an electrical transmission line with distance
x and time t. This paper deals with a particular type of telegraph
equations which is called hyperbolic telegraph equations. Two classes of
this type are examined, the first class has the linear form [29]

∂2u

∂t2
− ∂2u

∂x2
+ α

∂u

∂t
+ βg = F (x, t), (x, t) ∈ [0, 1]× [0, 1] (1.1)

with initial and boundary conditions

u(x, 0) = f1(x),
∂u

∂t
(x, 0) = f2(x) (1.2)

u(0, t) = ϕ1(t), u(1, t) = ϕ2(t), t ≥ 0

while the second class has the nonlinear form [15]
∂2u

∂t2
− ∂2u

∂x2
+ α

∂u

∂t
+ βΦ(g) = F (x, t), (x, t) ∈ [0, 1]× [0, 1] (1.3)

with initial and boundary conditions

u(x, 0) = f1(x),
∂u

∂t
(x, 0) = f2(x) (1.4)

u(0, t) = ϕ1(t), u(1, t) = ϕ2(t), t ≥ 0

where in both two classes, u, f1, f2, ϕ1 and ϕ2 are known functions. For
the exhaustive research of (1.1), we suggest [24], [35], [28] and references
therein.

In recent years, different numerical procedures have been expanded
and applied in the studies of solving one dimensional and two dimen-
sional hyperbolic telegraph equations. Authors in [1] and [10] have been
examined the proposed equations with different boundary conditions.
Lately, different numerical methods based on the finite difference pro-
cedures have been employed to obtain numerical solutions of two di-
mensional hyperbolic telegraph equation [13, 26]). Dehghan et al. have
examined this type of equations by using a meshless technique [8], a
collocation method by applying radial basis functions [11] and the high
order implicit collocation method [9]. Bülbül and Sezer [5] have offered a
matrix method based on Taylor polynomials to estimate the numerical
solution of the two-space dimensional linear hyperbolic equation. Ji-
wari et al. [14] have extended a numerical method based on polynomial
differential quadrature method to obtain approximate solution of the
proposed equation with Dirichlet and Neumann boundary conditions.
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Polynomial series and orthogonal functions have gotten significant no-
tice in diverse problems. Polynomials are extremely applicable mathe-
matical implements as they are clearly clarified, can be computed rapidly
on computer systems and appeared for a enormous diversity of func-
tions. Also, they can be differentiated and integrated simply and can
be composed together to organize spline curves that can approximate
any function to any exactness desired. The principal property of using
polynomials for solving differential equations numerically, is transform-
ing the difficult problems to a system of algebraic equations, therefore
considerably clarifies the problems.

Bernoulli polynomials are involved in diverse extensions and approxi-
mation formulas which are applicable in analytic and numerical analysis.
The Bernoulli polynomials and numbers have been spreaded by Nor-
lund [27] and Vandiver [34] to the Bernoulli polynomials and numbers
of higher order. Similar polynomials and numbers have been expounded
in different periods, like the Euler polynomials and numbers and the
reputed Bernoulli polynomials of second kind. These polynomials can
be explained by diverse methods relying on the implementations [18],
[19], [7], [23], [21], [3].

The current paper is organized as follows: in Section 2, we express
the main characteristics of the Bernoulli polynomials requisites for our
presented expansion and operational matrix. Section 3 is assigned to dis-
cretization of telegraph equation. In Section 4, the method is explained.
In Section 5, the numerical solutions are provided and accurate solutions
are comparing to evaluate the precision of the determined method.

2. Bernouli Polynomials

The Bernouli polynomials of order m, are explained in [16] by

Bn(x) =
n∑

i=0

(
n

i

)
βix

n−i, (2.1)

where βi, i = 0, 1, ..., n are Bernouli numbers. These numbers are a
sequence of signed rational numbers, which are obtained from the series
extension of trigonometric functions [4] and can be described by

t

et − 1
=

∞∑
j=0

βj
tj

j!
.

The first four Bernouli numbers are

β0 = 1, β1 =
−1

2
, β2 =

1

6
, β4 = − 1

30
,
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with β2i+1 = 0, i = 1, 2, 3, · · · . The first four Bernouli Polynomials
are

B0(x) = 1, B1(x) = x− 1

2
, B2(x) = x2−x+

1

6
, B3(x) = x3− 3

2
x2+

1

2
x.

The subsequent features apply to Bernouli polynomials [23], [32]

Bn(0) = βn, n ≥ 0, (2.2)∫ x

a
Bn(t)dt =

Bn+1(x)−Bn+1(a)

n+ 1
, (2.3)

∫ 1

0
Bm(t)Bn(t)dt = (−1)m−1 n!m!

(n+m)!
, n,m ≥ 1, (2.4)

and
m∑
i=0

Bi(t) = (m+ 1)tm. (2.5)

It can be simply illustrated that any supposed polynomials of degree n
can be extended with regard to linear combination of Bernouli polyno-
mials as

p(x) =

m∑
k=0

ckBk(x) = CTB(x),

where C and B(x) are defined by

C = [c0, c1, ..., cn]
T (2.6)

and

B(x) = [B0(x), B1(x), ..., Bn(x)]
T , (2.7)

where

Bk(x) =

(
k

k

)
Bk +

(
k

k − 1

)
Bk−1x+ ...+

(
k

1

)
B1x

k−1 +

(
k

0

)
B0x

k,

for k = 0, 1, ...,m, therefore

B(x) = MT (x), (2.8)

where

T = [1 x x2 ...xn], (2.9)
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and M is a lower triangular (n+ 1)× (n+ 1) matrix has the form

M =



B0 0 0 0 0 · · · 0(
1
1

)
B1

(
1
0

)
B0 0 0 0 · · · 0(

2
2

)
B2

(
2
1

)
B1

(
2
0

)
B0 0 0 · · · 0(

3
3

)
B3

(
3
2

)
B2

(
3
1

)
B1

(
3
0

)
B0 0 · · · 0

...
...

... . . . ...(
n

)
Bn

(
n

n−1

)
Bn−1

(
n

n−2

)
Bn−2

(
n

n−3

)
Bn−3 · · ·

(
n
0

)
B0


,

(2.10)

and det(M) = 1, then M is an invertible matrix. Using (2.8), we have

T (x) = M−1B(x). (2.11)

2.1. Approximation of functions. Suppose that H = L2[0, 1] and
{B0(x), B1(x), · · ·BN (x)} ⊂ H, where Bi(x)’ s are Bernoulli polynomi-
als and

V = span{B0(x), B1(x), · · ·BN (x)},

and f be an arbitrary member in H. Since V is a finite dimensional
vector space, f has the unique best approximation f̂ ∈ V , that is

∀v ∈ V, ∥f − f̂∥ ≤ ∥f − v∥.

Since f̂ ∈ V , then there exists the unique coefficients f0, f1, · · · fN such
that

f ≈ f̂ =

N∑
n=0

fnBn(x) = F TB(x), F = [f0, f1, · · · fN ]. (2.12)

2.2. Opeartioanal matrix of integration.

Theorem 2.1. [31] For vector B(t) defined in (2.7), the following for-
mula is defined ∫ x

0
B(t)dt ≃ PB(x), (2.13)

where P is the (N+1)×(N+1) operational matrix of integration, which
is obtained from P = UM−1, where

U = [U1, U2, ..., UN ,ΞTM ]T ,
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and

Ui = [0
1

i

(
i

i− 1

)
Bi−1

1

i

(
i

i− 2

)
Bi−2 ...

1

i

(
i

1

)
B1

1

i
B0 ...︸︷︷︸

N−i

],

and Ξ = [c1, c2, ..., cN ]T which BN+1(x)−BN+1(0)

N + 1
≃ ΞTB(x), Ξ can

be computed by (2.12).

The operational matrix of integration P is a sparse matrix, for exam-
ple, for N = 3, we have

P =



1

2
1 0 0

−1

12
0

1

2
0

0 0 0
1

3

1

129
0

−1

14
0


.

It is not difficult to see that the operation matrix P as N increases,
becomes more sparse. This is one of the advantages of using Bernouli
polynomials for solving equations.

3. Semi-discretization of telegraph equation

The Crank–Nicolson procedure is a finite difference technique based
on Euler’s method. In fact, this method is a combination of forward
Euler’s method at ith level with the backward Euler method at (i+1)th
level. By using forward Euler method on (1.1), we obtain

ui+1 − 2ui + ui−1

∆t2
+α(

ui+1 − ui−1

2∆t
) = (uxx)i−β(u)i+F (x, ti), 0 ≤ i ≤ N−1.

(3.1)
Correspondingly, by using backward Euler method at (i + 1)th level in
time direction on (1.1), one gets

ui+1 − 2ui + ui−1

∆t2
+α(

ui+1 − ui−1

2∆t
) = (uxx)i+1−β(u)i+1+F (x, ti+1), 0 ≤ i ≤ N−1.

(3.2)
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Adding two Eqs. (3.1) and (3.2) gives

ui+1 − 2ui + ui−1

∆t2
+ α

ui+1 − ui−1

2∆t
=

(uxx)i + (uxx)i+1

2
− β

(u)i + (u)i+1

2
+

(3.3)
F (x, ti) + F (x, ti+1)

2
, 0 ≤ i ≤ N − 1,

as well as the conditions

u0 = f1(x), (u0)t = f2(x), (3.4)

ui+1(0) = ϕ1(ti+1), (ui+1)(1) = ϕ2(ti+1), i = 0, 1, ..., N − 1, (3.5)
By simplifying Eq. (3.3), we obtain

2(ui+1 − 2ui + ui−1) + α∆t(ui+1 − ui−1) = ∆t2((uxx)i + (uxx)i+1)
(3.6)

−∆t2β((u)i + (u)i+1) + ∆t2(F (x, ti) + F (x, ti+1)), 0 ≤ i ≤ N − 1,

where ui+1 is the solution of the differential equation (3.6) at (i + 1)th
time step. To solve (3.6), we rewrite it as follows:

(2 + α∆t+∆t2β)(u)i+1 −∆t2(uxx)i+1 = (4−∆t2β)(u)i + (−2 + α∆t)ui−1

(3.7)
+∆t2(uxx)i +∆t2F (x, ti) + ∆t2F (x, ti+1), 0 ≤ i ≤ N − 1,

with boundary conditions

ui+1(0) = ϕ1(ti+1), ui+1(1) = ϕ2(ti+1), i = 0, 1, · · · , N − 1. (3.8)

4. Description of the method

To solve the system of equations (3.7), the Bernouli polynomials ap-
proximation are applied in the following manner

(ui+1)xx(x) = ATB(x) =

j=N∑
j=1

ajBj(x), (4.1)

where
AT = [a0, a1, · · · , aN ],

and
BT (x) = [B0(x), B1(x), · · · , BN (x)],

where (ui+1)xx is the second order derivative of ui+1 with respect to x.
By integrating (4.1) from 0 to x, we get

(ui+1)x(x) = (ui+1)x(0) +ATPB(x). (4.2)
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In Eq.(4.2), the value of (ui+1)x(0) is unknown. This value can be
computed by integrating (4.1) from 0 to 1 and using the conditions
(1.2). Then we get

(ui+1)x(0) = ϕ2(ti+1)− ϕ1(ti+1)−ATPD, (4.3)

where D =
∫ 1
0 B(x)dx. Using two Eqs. (4.2) and (4.3) leads to

(ui+1)x(x) = ϕ2(ti+1)− ϕ1(ti+1)−ATPD +ATPB. (4.4)
Ultimately, integrating (4.4) from 0 to x, we obtain the approximate
solution as
(ui+1)(x) = ϕ1(ti+1) + x(ϕ2(ti+1 − ϕ1(ti+1)) +ATP 2B(x)− xATPD.

(4.5)
By substituting (ui+1)xx(x) and (ui+1)(x) from (4.1) and (4.5), respec-
tively, into Eq.(3.7), we obtain the system of algebric equations
(2 + α∆t+∆t2β)(ϕ1(ti+1) + x(ϕ2(ti+1 − ϕ1(ti+1)) +ATP 2B(x)− xATPD

(4.6)
−∆t2ATB(x) = (4−∆t2β)(u)i + (−2 + 2α∆t)ui−1 +∆t2(uxx)i

+∆t2F (x, ti) + ∆t2F (x, ti+1), 0 ≤ i ≤ N − 1

Now, by using discretization procedure on (4.6) at collocation points
xj = (j − 0.5)/(N + 1), j = 1, 2, · · · , N + 1, we obtain the following
linear system
(2 + α∆t+∆t2β)(ϕ1(ti+1) + xj(ϕ2(ti+1)− ϕ1(ti+1)) +ATP 2B(xj)− xjA

TPD
(4.7)

−∆t2ATB(xj) = (4−∆t2β)(u)i + (−2 + α∆t)ui−1 +∆t2(uxx)i

+∆t2F (xj , ti) + ∆t2F (xj , ti+1), 0 ≤ i ≤ N − 1

These equations can be written as in the matrix form CAT = b, where C
and b are known vectors. By using suitable solver, the unknown vector
AT can be computed. For nonlinear (1.3), we obtain nonlinear system
of equations which can be solved by using Newton’s method and find
AT . Thus, in any case, substituting by the calculated vector coefficients
AT into (4.5), we can compute the approximate solutions.

5. Convergence analysis

To explain the convergence analysis of the method, we have

Proposition 5.1. [17] suppose f is approximated on [0, 1], by Bernouli
polynomials. Then the coefficients fi in (2.12) satisfy

fi ≤
Fn

n!
, (5.1)
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where Fn is the maximum value of fi in the [0, 1]. Then Bernouli coef-
ficients are quickly reduced.

Theorem 5.2. [2] Suppose that f(x) is an enough smooth function in
the [0, 1] and PN [f ](x) is the approximation of f(x) based on the Bernouli
polynomials, if RN [f ](x) be the residual term, then

f(x) = PN [f ](x) +RN [f ](x), (5.2)

PN [f ](x) =

∫ 1

0
f(x)dx+

N∑
j=1

Bj(x)

j!
(f (j−1)(1)− f (j−1)(0)),

RN [f ](x) =
−1

N !

∫ 1

0
B∗

N (x− t)fN (t)dt,

where B∗
N (x) = BN (x − [x]) and [x] is the largest integer smaller than

or equal to x.

Theorem 5.3. [2] Suppose that u(x) ∈ c∞[0, 1] is the exact solution
of the (1.1) and PN [u](x) is the approximation of u(x) based on the
Bernouli polynomials, then

||error(u(x)|| ≤ 1

N !
BNUN ,

where BN and UN are the maximum values of BN (x) and UN (x) in
[0, 1], respectively.

6. Illustrative Examples

Example 6.1. Consider the Telegraph equation (1.1) with following
initial and boundary conditions:

u(0, t) = 0, u(1, t) = e−tsin(1), t ≥ 0. (6.1)

The exact solution is u(x, t) = e−tsin(x), where F (x, t) = −2e−tsinx,
α = 8 and β = 4. Two Tables 1 and 2 show the RMS error using the
proposed technique with N = 4 and different values of ∆t for different
values of x at different times t. Fig 1 represents the absolute error and
two Figs 2 and 3 represent the approximate and exact solution. It is
found that the obtained errors by using the proposed method are better
than the corresponding errors obtained by [15].
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Table 1. RMS error for Example 6.1 with t = 1 , N = 4,
x RMS, RMS order of Convergence

∆t = 0.001 ∆t = 0.01
0.2 4.6365e− 005 8.3355e− 005 0.3600
0.2
2 1.1743e− 005 1.7265e− 005 0.3600
0.2
4 5.1287e− 005 9.1790e− 005 0.4930
0.2
8 7.5457e− 005 4.9036e− 005 0.4930
0.2
16 2.1261e− 005 1.3632e− 004 1.5480
0.2
32 6.1333e− 005 1.2281e− 004 1.5480
0.2
64 1.4538e− 005 1.6824e− 004 2.8711

Table 2. RMS error for Example 6.1 with t = 5 , N = 4,
x RMS RMS order of Convergence

∆t = 0.001 ∆t = 0.01
0.2 1.0597e− 006 1.5510e− 006 3.9259
0.2
2 4.9675e− 007 3.5226e− 007
0.2
4 1.1193e− 006 2.0669e− 006 3.5776
0.2
8 1.5829e− 006 4.4846e− 006
0.2
16 1.2617e− 006 2.9199e− 006 1.5480
0.2
32 4.3167e− 007 3.6818e− 006
0.2
64 1.7261e− 006 3.1403e− 006 0.2584

Figure 1. The absolute error function of Example 6.1
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Figure 2. The exact and approximate solutions of Example 6.1
for t=1

Example 6.2. Now, we consider the Telegraph equation (1.1) with
following initial and boundary conditions:

u(0, t) = 0, u(1, t) = e−2tsinh(1), t ≥ 0 (6.2)

The exact solution is u(x, t) = e−2tsinh(x) and F (x, t) = −12e−2tsinhx,
with α = 2 and β = 1. Two Tables 3 and 4 show the RMS error with
N = 4, α = 4 , β = 2 for different values of t and x. Fig 4 represents
the absolute error and two Figs 5 and 6 represent the approximate and
exact solutions.



Numerical approximation for solving telegraph equations 85

Figure 3. The exact and approximate solutions of Example 6.1
for t=5

Table 3. RMS error for Example 6.2 with t = 5 , N = 4,
x RMS RMS order of Convergence

∆t = 0.001 ∆t = 0.01
0.2 1.1716e− 008 1.1420e− 008 3.9700
0.2
2 2.5797e− 009 5.0033e− 001
0.2
4 1.3003e− 008 1.2504e− 008 2.6486
0.2
8 6.4580e− 009 6.8411e− 009
0.2
16 1.9370e− 008 1.8581e− 008 1.1798
0.2
32 1.7879e− 008 1.6903e− 008
0.2
64 2.3777e− 008 2.2881e− 008 0.2545
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Table 4. RMS error for Example 6.2 with t = 1 , N = 4,
x RMS RMS order of Convergence

∆t = 0.001 ∆t = 0.01
0.2 1.9045e− 005 3.4042e− 005 6.2761
0.2
2 4.9397e− 005 1.5007e− 005
0.2
4 2.1039e− 005 3.7275e− 005 2.5117
0.2
8 3.1267e− 005 2.0393e− 005
0.2
16 8.7089e− 006 5.5390e− 005 1.2067
0.2
32 2.5227e− 005 5.0388e− 005
0.2
64 5.5206e− 006 6.8207e− 005 0.2580

Figure 4. The absolute error function of Example 5.2

Example 6.3. Now, we consider the nonlinear Telegraph equation (1.3)
with following initial and boundary conditions:

u(0, t) = e−t, u(1, t) = e−tcosh(1), t ≥ 0. (6.3)

The exact solution is given by u(x, t) = e−tcosh(x) with F (x, t) =
e−2tcos2hx − 2e−tcoshx, and α = 2 and β = 1. Two Tables 5 and 6
show the RMS error with N = 4 using different values of ∆t and differ-
ent values of x at different times t. Fig 3 represents the absolute error
and two Figs 8 and 9 represent the approximate and exact solutions. It
is found that the errors in proposed method get reduced in comparison
with the errors in [29]
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Figure 5. The exact and approximate solutions of Example 6.2
for t=1

Table 5. RMS error for Example 6.3 with t = 1 , N = 4,
x RMS RMS order of Convergence

∆t = 0.001 ∆t = 0.01
0.2 1.5451e− 004 2.0474e− 004 3.3569
0.2
2 4.8190e− 005 6.9105e− 005
0.2
4 1.5733e− 004 2.2392e− 004 2.6975
0.2
8 2.1804− 004 1.0915− 004
0.2
16 1.3837e− 004 3.3153e− 004 1.3014
0.2
32 2.8513e− 004 2.8728e− 004
0.2
64 3.9030e− 004 4.1297e− 004 0.2784
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Figure 6. The exact and approximate solutions of Example 6.2
for t=5

Table 6. RMS error for Example 6.3 with t = 5 , N = 4,
x RMS RMS order of Convergence

∆t = 0.001 ∆t = 0.01
0.2 2.0826e− 006 3.7498e− 006 3.3571
0.2
2 3.9163e− 006 1.2655e− 006
0.2
4 2.3114e− 006 4.1012e− 006 2.6975
0.2
8 3.5614− 006 1.9990− 006
0.2
16 1.3762e− 006 6.0721e− 006 1.3014
0.2
32 1.4984e− 006 5.2616e− 006
0.2
64 2.0314e− 006 7.5638e− 006 0.2784
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Figure 7. The absolute error function of Example 6.3
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Figure 8. The exact and approximate solution of Example 6.3
for t=1
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Figure 9. The exact and approximate solutions of Example 6.3
for t=5

7. Conclusion

The efficacy and relevancy of the suggested method are explained
in the given examples. It is found that the errors in Bernouli matrix
method is reduced compared to the errors in [20]. Most of the elements
of two matrices D and P in (5.1) are zeros, that is, they are sparse
and therefore the suggested method is very interesting and lessens the
CPU time and the computer memory, as well as the problems are well-
conditioned. Finally, the proposed method can be extended to solve
systems of telegraph equations numerically.
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[5] B. Bülbül, M. Sezer, A Taylor matrix method for the solution of a twodimensional
linear hyperbolic equation, Appl Math Lett. 24 (2011) 1716−20.

[6] G. Cheon, A note on the Bernoulli and Euler polynomials, Appl. Math. Lett. 16
(2003) 365−368.

[7] F. Costabile, F. Dellaccio, M. I. Gualtieri, A new approach to Bernoulli polyno-
mials, Rendiconti di Matematica. Serie VII 26 (2006) 1−12.

[8] M. Dehghan, A. Ghesmati, Combination of meshless local weak and strong
(MLWS) forms to solve the two dimensional hyperbolic telegraph equation, Eng
Anal Bound Elem. 34 (2010) 324−36.

[9] M. Dehghan, A. Mehebbi, A high order implicit collocation method for the so-
lution of two-dimensional linear hyperbolic equation, Numer Methods Partial
Differ Equ. 25 (2009) 232−43.

[10] M. Dehghan, A. Shokri, A numerical method for solving the hyperbolic telegraph
equation, Numer Methods Partial Differ Equ. 24 (2008) 1080−93.

[11] M. Dehghan. A. Shokri, A meshless method for numerical solution of a linear
hyperbolic equation with variable coefficients in two space dimensions, Numer.
Methods Partial Diff Equ. 25 (2009) 494−506.

[12] D. Dhiman, L.N. Mishra, V.N. Mishra, Solvability of some non-linear func-
tional integral equations via measure of noncompactness, Advanced Studies
in Contemporary Mathematics, Vol. 32, No. 2, (2022), pp. 157-171. DOI::
http://dx.doi.org/10.17777/ascm2022.32.2.157

[13] H. Ding, Y. Zhang, A new fourth-order compact finite difference scheme for the
two-dimensional second-order hyperbolic equation, J Comput. Appl Math. 230
(2009) 626−32.

[14] R. Jiwari, S. Pandit, R. C. Mittal, A differential quadrature algorithm to solve
the two dimensional linear hyperbolic telegraph equation with Dirichlet and Neu-
mann boundary conditions, Appl Math Comput. 218 (2012) 7279−94.

[15] T. S. Jang, A new solution procedure for the nonlinear telegraph equation, Com-
mun. Nonlinear. Sci. Numer. Simulat. 29 (2015)307326.

[16] E. Kreyszig, Introductory Functional Analysis with Applications. John Wiley
and Sons Press, New York (1978).

[17] Krylov. V. I, Approximate calculation of integrals, Dover publications, Mineola,
New York, 1962.

[18] B. Kurt, A further generalization of the Bernoulli polynomials and on the 2d-
Bernoulli polynomials B2

n(x, y), Appl. Math. Sci. 4 (2010) 2315−2322.
[19] B. Kurt, Y. Simsek, Notes on generalization of the Bernoulli type polynomials,

Appl. Math. Comput. 218 (2011) 906−911
[20] M. Lakestani, B. Nemati Saray, Numerical solution of telegraph equation using

interpolating scaling functions, Comput. Math. App. 60 (2010) 1964−1972.
[21] D. Lu, Some properties of Bernoulli polynomials and their generalizations, Appl.

Math. Lett. 24 (2011) 746−751.
[22] G. Mani, L.N. Mishra, V.N. Mishra, Common fixed point theorems in com-

plex partial b-metric space with an application to integral equations, Adv.



Numerical approximation for solving telegraph equations 93

Studies: Euro-Tbilisi Math. J., Vol. 15, No. 1, (2022), 129-149, DOI:
https://doi.org/10.32513/asetmj/19322008209

[23] S. Mashayekhi, Y. Ordokhani, M. Razzaghi, Hybrid functions approach for non-
linear constrained optimal control problems, Commun. Nonli. Sci. Numer. Simul.
17 (2012) 1831−1843.

[24] A. Mohebbi, M. Dehghan, High order compact solution of the one-
spacedimensional linear hyperbolic equation, Numer. Methods Partial Differ-
ential Equations. 24 (2008) 1222−1235.

[25] METWALI, MOHAMED M. A. and MISHRA, VISHNU NARAYAN (2023) ”On
the measure of noncompactness in Lp(mathbbR+) and applications to a product
of n-integral equations,” Turkish Journal of Mathematics: Vol. 47: No. 1, Article
24. https://doi.org/10.55730/1300-0098.3365

[26] R. K. Mohanty, M. K. Jain, An unconditionally stable alternating direction im-
plicit scheme for the two space dimensional linear hyperbolic equation, Numer
Methods Partial Diff Equ. 7 (2001) 684−688.

[27] N. E. Norlund, Vorlesungen uber Differenzenrechnung, Springer-Verlag, New
York, 1954.

[28] S. K. Panda, T. Abdeljawad, C. Ravichandran, A complex valued approach to
the solutions of Riemann-Liouville integral, Atangana-Baleanu integral operator
and non-linear Telegraph equation via fixed point method, Chaos, Solitons and
Fractals 130 (2020) 109439.

[29] S. Pandit, M. Kumar, S. Tiwari, Numerical simulation of second-order hyperbolic
telegraph type equations with variable coefficients, Comp. Physics. Communica-
tions. 187 (2015) 8390

[30] V.K. Pathak, L.N. Mishra, V.N. Mishra, D. Baleanu, On the Solvability of
Mixed-Type Fractional-Order Non-Linear Functional Integral Equations in the
Banach Space C(I), Fractal and Fractional, Vol. 6, No. 12, (2022), 744. DOI:
https://doi.org/10.3390/fractalfract6120744

[31] J. A. Rad, S. Kazem, M. Shaban, K. Parand, A new operational matrix based
on Bernouli polynomials, arXiv:1408.2207v1 [cs.NA] 2014.

[32] P. K. Sahu, B. Mallick, Approximate solution of fractional order Lane-Emden
type differential equation by orthonormal Bernoulli’s polynomials. Int J Appl
Comput Math, 5(2019) 19.

[33] A.G. Sanatee, L. Rathour, V.N. Mishra, V. Dewangan, Some fixed point theo-
rems in regular modular metric spaces and application to Caratheodory’s type
anti-periodic boundary value problem, The Journal of Analysis, (2022), DOI:
https://doi.org/10.1007/s41478-022-00469-z

[34] H. Vandiver, Certain congruences involving the Bernoulli numbers, Duke. Math.
Journal. 5 (1939) 548−555.

[35] S. S. Xie, S. C. Yi, T. I. Kwon, Fourth-order compact difference and alternat-
ing direction implicit schemes for telegraph equations, Comput. Phys. Comm. 3
(2012) 552−569.


	1.  Introduction
	2. Bernouli Polynomials
	2.1. Approximation of functions
	2.2. Opeartioanal matrix of integration

	3. Semi-discretization of telegraph equation
	4. Description of the method
	5. Convergence analysis 
	6. Illustrative Examples
	7. Conclusion
	References

