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Abstract.In this paper, a technique generally known as meshless numerical scheme for
solving fractional differential equations is considered. We approximate the exact solu-
tion by use of Radial Basis Function (RBF) collocation method. This technique plays an
important role to reduce a fractional differential equation to a system of equations.The
numerical results demonstrate the accuracy and ability of this method.
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1. Introduction

The seeds of fractional calculus (that is, theory of integrals and derivatives of any arbitrary
real or complex order) were planted over 300 years ago.Since then, many researchers have
contributed to this field. Fractional calculus has gained considerable popularity and im-
portance due to its attractive applications as a new modelling tool in a variety of scientific
and engineering fields, such as viscoelasticity[1],hydrology[2], finance [3, 4], and system
control[5]. In recent decades, the fractional calculus provides an excellent instrument for
the description of memory and hereditary properties of various materials and processes.
Furthermore, the fractional order models of real systems are regularly more adequate than
usually used integer order models. Consequently, the field of the fractional differential
equations has attracted interest of researchers in several areas including physics, chem-
istry, engineering and even finance and social sciences. During the last decades, several
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methods have been used to solve fractional differential equations. There are some further
method, such as operational method,the Adomian decomposition method(ADM)[6], the
homotopy perturbation method(HPM)[7, 10], the generalized differential transformation
method(GDTM)[9]. In this work, we approximate the exact solution by use of Radial
Basis Functions method(RBFs).We present the advantages of using the RBFs especially
where in the data points are scattered. Radial basis function(RBF) is one of the most
popular basis for construction of meshless methods. It is (conditionally) positive defi-
nite, rotationally and translationally invariant.Over the last 27 years, RBF methods have
become an important tool for the interpolation of scattered data and for solving partial
differential equations[10].
RBF methods that use infinitely differentiable basis functions that contain a free parameter
are theoretically spectrally accurate.The implementation of RBF methods involves solving
a linear system that is extremely ill-conditioned when the parameters of the method are
such that the best accuracy is theoretically realized. RBF methods that use infinitely
differentiable basis.The existence of exact solution of fractional differential equation was
discussed in Reference [5] and also the convergence of using this method was discussed in
reference [11].

2. BASIC DEFINITIONS OF THE FRACTIONAL CALCULUS

In this section, we outline some preliminaries and notations, used throughout the re-
maining sections of the paper[5].

Definition 2.1. A real function f(x), x > 0 is said to be in the space Cµ, µ ∈ R if there
exists a real number p(> µ), such that f(x) = xpf1(x) where f1(x) ∈ C[0,∞) and it is

said to be in the space Cm
µ iff f (m) ∈ Cµ,m ∈ N.

Definition 2.2. The Riemann-Liouville fractional integral of order α of function f(x) ∈
Cµ, µ ≥ −1 is defined as:

x
0J

αf (x) = 1
Γ(α)

∫ x
0 (x− t)α−1f(t)dt,

where Γ is the well-known Gamma function.

Lemma 2.3. Properties of the operator Jα can be found in [5], we mention only the
following:
For f ∈ Cµ, µ ≥ −1,

(1) JαJβf(x) = Jα+βf(x), for all α, β ≥ 0.
(2) JαJβf(x) = JβJαf(x), for all α, β ≥ 0.

(3) Jαxγ = Γ(γ+1)
Γ(γ+α+1)x

γ+α α > 0, γ > −1, x > 0.

Definition 2.4. The Riemann-Liouville fractional derivative of order α of function f(x) ∈
Cm
−1 is defined as:

x
0D

α
RLf(x) =

dm

dxm

(
1

Γ(m−α)

∫ x
0 (x− t)m−α−1f(t) dt

)
,

where m = ⌈α⌉.
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Definition 2.5. The fractional derivative of f(x) ∈ Cm
−1 in the Caputo’s sense is defined

as:

x
0D

α
Cf(x) =

1

Γ(m− α)

∫ x

0
(x− t)m−α−1f (m)(t)dt, (2.1)

where m = ⌈α⌉.

The Caputo fractional derivative is considered because it allows traditional initial and
boundary conditions to be included in the formulation of the problem.

Lemma 2.6. The defnitions above hold for functions f with special properties depending
on the situations. It is clear that

(1) Dβ
RL[D

−α
RLf(x)] = D

−(α−β)
RL f(x), ∀α, β ≥ 0,

(2) x
0D

β
RL[J

α] = Jα−β, ∀α, β ≥ 0,

(3) Dα
RL[J

αf(x)] = f(x),

(4) Jα[x0D
α
RLf (x)] = f (x)−

⌊α⌋∑
k=0

f (k)(0)
k! xk,

(5) x
0D

n
RL [x0D

α
RL] =

x
0D

n+α
RL , n ∈ N,

(6) x
0D

α
C [

x
0D

n
C ] =

x
0D

n+α
C , n ∈ N,

(7) Jα[x0D
α
Cf (x)] = f (x)−

⌊α⌋∑
k=0

f (k)(0+)
k! xk,

(8) Jα[x0D
α
Cf (x, t)] = f (x)−

⌊α⌋∑
k=0

∂k(x,0+)
∂tk

xk

k! ,

(9) The fractional integral represents a convolution of power-law with a function f(x)
defined as:

(Jα f) (x) = tα−1

Γ(α) ∗ f (x) = 1
Γ(α)

∫ x
0 (x− t)α−1f (t) dt.

Remark 2.7. We use the ceiling function ⌈α⌉ to denote the smallest integer greater
than or equal to α, and the floor function ⌊α⌋ to denote the largest integer less than or
equal to α.

3. RBF INTERPOLATION

3.1. RBF methodology. Rolland Hardy introduced the RBF methodology in 1971,
when he suggested the multiquadric (MQ) method, a meshless interpolation technique us-
ing the MQ radial function[12]. This method was popularized in 1982 by Richard Franke
with his report on 32 of the most commonly used interpolation methods[13]. He subjected
those methods to thorough tests, and found the MQ method overall to be the best one.
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Franke also conjectured the unconditional nonsingularity of the interpolation matrix as-
sociated with the MQ radial function,but it was not until a few years later, in 1986, that
Charles Micchelli was able to prove it, making use of work by Schoenberg from the 30s and
40s.The main feature of the MQ method is that the interpolant is a linear combination
of translations of a basis function which only depends on the Euclidean distance from its
center. This basis function is therefore radially symmetric with respect to its center. The
MQ method was generalized to other radial functions, such as the thin plate spline or the
gaussian, and the method was called the Radial Basis Function method[14].

Definition 3.1. Let R+ = {x ∈ R x ≥ 0} the non-negative half-line and let ϕ : R+ −→R
be a continuous function with ϕ(0) ≥ 0. A radial basis functions on Rd is a function of the
form ϕ(||x− xi||) where x,xi ∈ Rd and ||.|| denotes the Euclidean distance between x and

x,
is. If one chooses N points {xi}Ni=1 in Rd then by custom s(x) =

N∑
i=1

λiϕ(||x−xi||); λi ∈ R

is called a radial basis functions as well[15].(SeeTable1)

Table 1. Deffinition of some types of RBFs

Name of RBF(Abbreviation) ϕ(r), r ≥ 0 Smoothness

Gaussian(GA) e−cr2 Infinite

Multiquadric(MQ)
√
c2 + r2 Infinite

Inverse Multiquadric(IMQ) 1√
c2+r2

Infinite

Cubic(CU) r3 Piecewise
Thin Plate Spline(TPS) r2 log(r) Piecewise

The r = ||x − xi|| denotes the distance between x and the i -th nodal point xi and
the c is shape parameter.Parameter c is a parameter for controlling the shape of functions
which effects on the rate of convergency.Optimal shape parameter values are found ex-
perimentally and these values are written for exact text problems[16].The standard radial
basis functions are categorized into two major classes [17]:
Class1.Infinitely smooth RBFs [17]:
These basis functions are infinitely differentiable and heavily depend on the shape pa-
rameter c e.g. Hardy multiquadric(MQ), Gaussian(GA), inverse multiquadric(IMQ), and
inverse quadric(IQ).
Class2.Infinitely smooth (except at centers) RBFs or piecewise smooth RBFs[17]:
The basis functions of this category are not infinitely differentiable. These basis functions
are shape parameter free and have comparatively less accuracy than the basis functions
discussed in the Class 1. For example, thin plate spline, etc.

3.2. RBF collocation method. Suppose that the approximation u(x) at an arbitrary
point x can be written as a linear combination of N basis functions listed in Table1, in



A Meshless Method for Numerical Solution of Fractional Differential Equations 5

the following form:

u(x) ≈ s(x) =
N∑
j=1

λjϕ(||x− xj ||), (3.1)

where N is the number of data points, x = (x1, x2, ..., xd), d is the dimension of the
problem,λ,s are coefficients to be determined. In order for it to take the values fi at
locations xi, i = 1, 2, ...N , the expansion coefficients λi need to satisfy,

Aλ = f, (3.2)

where the entries of the matrix A are Ai,j = ϕ(||xi − xj ||)1≤i≤N,1≤j≤N and

f =
[
f1 · · · fN

]T
, λ =

[
λ1 · · · λN

]T
.

The interpolant of f(x) is unique if and only if the matrix A is nonsingular. It has been
discussed about sufficient conditions for ϕ(r) to guarantee nonsingularity of the A matrix
[11, 18].

4. Description of the method

Now, in order to apply the RBF collocation method for solving fractional differential
equations, let us consider a fractional differential equations in the form:

Dαu+ Lu = f, in Ω ⊂ Rd,
Bu = g, on ∂Ω,

(4.1)

where d is the dimension, ∂Ω denotes the boundary of the domain Ω, L is the differential
operator, Dα is the fractional differential operator of order α that operates.on the interior,
and B is an operator that specifies the boundary conditions.Both the f, g : Rd −→ R are
known functions. Let {xj}Nj=1 be the N collocation points in Ω

∪
∂Ω.( The first N points

and the M points are in Ω and on ∂Ω , respectively.) Then, from substituting Eq.(3.1)
into Eq.(4.1) we have,

N∑
j=1

λj(D
α + L)ϕ(||x− xj ||) = f(x),

N∑
j=1

λjBϕ(||x− xj ||) = g(x).

(4.2)

We now collocate Eq.(4.2) at points {xi}Ni=1,

N∑
j=1

λj(D
α + L)ϕ(||xi − xj ||) = f(xi), i = 1, ..., N −M,

N∑
j=1

λjBϕ(||xi − xj ||) = g(xi), i = N −M + 1, ..., N.

(4.3)
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Therefore, we have the following system:

(Dα + L)ϕ(||x1 − x1||) · · · (Dα + L)ϕ(||x1 − xN ||)
... · · ·

...
(Dα + L)ϕ(||xN−M − x1||) · · · (Dα + L)ϕ(||xN−M − xN ||)

Bϕ(||xN−M+1 − x1||) · · · Bϕ(||xN−M+1 − xN ||)
... · · ·

...
Bϕ(||xN − x1||) · · · Bϕ(||xN − xN ||)





λ1
...

λN−M

λN−M+1
...

λN


=



f(x1)
...

f(xN−M )
g(xN−M+1)

...
g(xN )


.

(4.4)
Therefore,the system of N equations with N unknowns is available. Then, we must solve
this system to make distinct the unknown coefficients. Hence, we have used the Gauss
elimination method with total pivoting to solve such a system. Consequently u(x) given
in Eq.(3.1) can be calculated.

5. NUMERICAL EXAMPLE

Example 5.1. Consider the following fractional ODE :

x
0D

0/5
C u(x) + u(x) = 2x1/5

Γ(2/5) + x2, x ∈ [0, 1],

u(0) = 0.
(5.1)

The exact solution is u(x) = x2[19].
We consider xi, 1 ≤ i ≤ 50 be the equidistant discretization points in the interval [0, 1]
such that x1 = 0 and x50 = 1.Then the approximate solution can be written as u(x) =
50∑
j=1

λjϕ(|x − xj |) where xj are known as centers. The unknown parameters λj are to be

determined by the collocation method.Therefore, we get the following equations for the

FODE
50∑
j=1

λj
x
0D

0/5
C ϕ(|xi − xj |) +

50∑
j=1

λjϕ(|xi − xj |) =
2x

1/5
i

Γ(2/5) + x2i i = 2, ..., 50 and the

following equations for the initial condition,

50∑
j=1

λjϕ(|x1 − xj |) = 0.

Then lead to the following system of equations:[
D

0/5
C ϕ+ ϕ
ϕ1

]
[λ] =

[
F
0

]
.

The necessary matrices and vectors are,

ϕ = (ϕ(|xi − xj |)2≤i≤50,1≤j≤50,

D
0/5
C ϕ = (x0D

0/5
C ϕ)(|xi − xj |)2≤i≤50,1≤j≤50,

ϕ1 = (ϕ(|x1 − xj |)1≤j≤50,

λ = (λj , 1 ≤ j ≤ 50)T ,
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F= (
2x

1/5
i

Γ(2/5) + x2i , 2 ≤ i ≤ 50)T .

Now, we work with the Cubic RBF ϕ(x) = x3 and the numerical solutions are plotted in
Figure 1.As observed Figure 1, numerical results show simplicity and very good accuracy
of the persent method. We point out that the corresponding numerical solutions are
obtained using Software Matlab.
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Figure 1. Exact solution and Approximation solution of Example (5.1)
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6. CONCLUSIONS

Meshless methods based on collocation with RBFs for numerical solution of fractional
differential equations are investigated in this paper. Numerical results obtained, show high
accuracy of the method, as compared with exact solution.We have shown in this work that
RBFs can be used to efficiently capture this feature.
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