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1. Introduction

There exist different mathematical methods to solve a single objec-
tive programming problem. Whereas, in real world there exist many
problems called multi objective programming (MOP) problems which
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contain two or more objective functions under given constraints. In
these problems the objective functions often conflict each other i.e. im-
proving one of them may result in worsening another. So, an optimal
solution that optimizes simultaneously all the objectives may not exist.
Then, the notion of Pareto optimality (efficiency) for an MOP problem
is defined. Let us consider the following MOP problem.

minimizex∈S(f1(x), f2(x), . . . , fp(x)) (1.1)

where S is a feasible set.

Definition 1.1. (Pareto optimal solution)[?, ?, ?]. x̄ ∈ S is said to
be a Pareto optimal solution (efficient solution) to the MOP problem if
there dose not exist another x ∈ S such that fi(x) ≤ fi(x̄) for all i and
fj(x) ̸= fj(x̄) for at least one j.

In many fields of real world such as management, engineering, etc,
MOP has many applications (see e.g. [?, ?, ?, ?, ?]). Because of the
complexity of real world problems, the decision makers (DMs) and ex-
perts may not exactly determine the values of parameters in multi ob-
jective linear programming (MOLP) problems. For solving problems in
which description of observations are imprecise and uncertain, fuzzy set
theory has been expanded. Fuzzy set theory is suitable to handle the
imprecision of information (parameters of the problem) as fuzzy data.
There are many studies including various approaches to solve FMOLP
problems in literature. In earlier works, general MOLP problem with
fuzzy parameters was formulated by Orlovski [?] and Tanaka [?]. The
notion of α-POS for MOP problems with fuzzy parameters was intro-
duced by Sakawa[?] then several interactive methods were proposed. By
using weighted max-min method and the deviation degree measures, a
method was proposed by Chen[?] to solve FMOLP problem wherein all
the coefficients are triangular fuzzy numbers (TFNs). An approximate
algorithm for solving FMOLP problems wherein all the coefficients are
fuzzy numbers with various types of membership functions was pro-
posed by Wu [?]. By using the nearest interval approximation operator,
an approach was proposed by Luhandjula [?] in which FMOP problem
is converted into a nonfuzzy one. For a multi objective nonlinear pro-
gramming problem which contains three types of fuzzy goals expressed
as ”fuzzy min”, ”fuzzy max” and ”fuzzy equal”, some new solution con-
cepts were introduced by Rouhbakhsh et al. [?] then some methods
to get on these solutions were provided. A genetic algorithm was pro-
posed by Thapar [?] to find a satisfactory solution in the feasible set of
the MOP problems under max-product fuzzy relation equations. Singh
and Shiv [?] proposed a new approach for finding efficient solutions of
an MOP problem in intuitionistic fuzzy environment based on different
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views of the decision makers. Bharati and Singh [?] gave a new com-
putational algorithm for solving the multi-objective linear programming
problem in interval-valued intuitionistic fuzzy environment. Stanojević
et al. [?] considered FMOLP problems with fuzzy coefficients in the ob-
jective functions. They introduced a parametric approach that helps to
compute the membership values of the extreme points in the fuzzy set
solution to such problems. This paper considers the FMOLP problem
in which all the parameters are fuzzy numbers. The aim of this paper is
solving the FMOLP problems and obtaining satisfactory solution for the
DM. To this end, some extensions of the POSs to the FMOLP problem
are provided. To obtain these solutions, the FMOLP problem is con-
verted to an MOLP problem which depends on α-cuts of fuzzy numbers.
Sometimes, in the set of POSs, some POSs which have finite tradeoffs
between objective functions, are desirable to the DM, called properly
POSs. Also, the notions of strict and weak POSs of MOP problems are
extended to the FMOLP problems, and a method is proposed to get
on these solutions. The remainder of the paper is organized as follows.
In Section 2, some preliminaries and basic definitions are presented, in
Section 3 some new solution consepts are introduced, then a method
is proposed to obtain them and the final section is devoted to some
conclusions.

2. Preliminaries

In this section, we review some preliminaries used in this paper ac-
cording to [?].
Let w1,w2 ∈ Rp. We define

w1 ≦ w2 ⇐⇒ w1
k ≤ w2

k, k = 1, 2, . . . ,p,

w1 ≤ w2 ⇐⇒ w1
k ≤ w2

k for all k ∈ {1, 2, . . . ,p} and w1
j < w2

j for one j,

w1 < w2 ⇐⇒ w1
k < w2

k, k = 1, 2, . . . ,p.

Also,

Definition 2.1. A fuzzy number is a fuzzy set M̃ on R with membership
function that has the following properties:
(1) µM̃ (x) is upper semi-continuous,
(2) µM̃ (x) = 0 outside some interval [c, d],
(3) There are real numbers a, b such that c ≤ a ≤ b ≤ d and
(3.1) µM̃ (x) is monotonic increasing on [c, a],
(3.2) µM̃ (x) is monotonic decreasing on [b, d],
(3.3) µM̃ (x) = 1, a ≤ x ≤ b.



4 F. F. Rouhbakhsh, H. Hassanpour, and S. Effati

Also, the α-cut of the fuzzy number M̃ which is a closed interval,
denoted by M̃α = [alα, a

r
α], is defined by

M̃α = [alα, a
r
α] =

{
{x ∈ R | µM̃ (x) ≥ α} 0 < α ≤ 1

cl(supp(M̃)) α = 0

where supp(M̃) = {x ∈ R | µM̃ (x) > 0}, and cl(supp(M̃)) is its closure.

Definition 2.2. A fuzzy number with the membership function

µÑ (x) =



x− n1

n2 − n1
n1 ≤ x ≤ n2

1 x = n2
x− n3

n2 − n3
n2 ≤ x ≤ n3

0 otherwise

is called a TFN and denoted by Ñ = (n1, n2, n3), where n1 and n3 are

the left and right end points of supp(Ñ), respectively and n2 is the center

of Ñ . It can be easily shown that the α-cut of the TFN is as follows:

Ñα = [nl
α, n

r
α] = [n1 + α(n2 − n1), n3 − α(n3 − n2)].

3. MOLP problem with fuzzy parameters

In this section, we define various types of POSs, namely strictly,
weakly, and properly α-POSs for the FMOLP problem on the basis
of the α-cuts of fuzzy numbers, as an extension of POS for the MOP
problem. Then, we propose a technique to get on them. Consider the
FMOLP problem

min Z̃k = C̃kx, k = 1, 2, . . . , p

s.t. x ∈ S(Ã, B̃) (3.1)

where S(Ã, B̃) = {x ∈ Rn| Ãix ≥ b̃i, i = 1, 2, . . . ,m; x ≥ 0} is the fea-

sible set, and C̃k = (c̃k1, c̃k2, . . . , c̃kn), Ãi = (ãi1, ãi2, . . . , ãin) and B̃ =

(b̃1, b̃2, . . . , b̃m)T represent the vectors of fuzzy parameters in objective
functions and constraints. Suppose that µc̃k1(ck1), µc̃k2(ck2), . . . , µc̃kn(ckn),
µãi1(ai1), µãi2(ai1), . . . , µãin(ain) and µb̃i

(bi) denote the membership

functions of the fuzzy numbers c̃k1, c̃k2, . . . c̃kn, ãi1, ãi2, . . . , ãin and b̃i,
respectively. For this problem wherein parameters are fuzzy numbers,
the notion of POS defined for MOLP can not be used directly. Therefore,
Sakawa introduced fuzzy POS or α-POS for the first time and proposed
a solution method to get on it [?]. For this purpose, the α-cut of the

fuzzy numbers ãij , b̃i and c̃kj are introduced.
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Definition 3.1. [?] For simplicity in notation, suppose that C̃ = (C̃1, . . . , C̃p),

Ã = (Ã1, . . . , Ãm)T and B̃ = (b̃1, . . . , b̃m)T . The α-cut of the fuzzy num-

bers ãij , b̃i and c̃kj is defined as follows:

(Ã, B̃, C̃)α = {(a, b, c) | µãij (aij) ≥ α, µb̃i
(bi) ≥ α, µc̃kj (ckj) ≥ α,

i = 1, 2, . . . ,m, j = 1, 2, . . . , n, k = 1, 2, . . . , p},
where a = (a1, a2, . . . , am)T , ai = (ai1, ai2, . . . , ain), c = (c1, c2, . . . , cp),
ck = (ck1, ck2, . . . , ckn) and b = (b1, b2, . . . , bm)T .

Now suppose that the DM chooses a degree α ∈ [0, 1]. Then the
FMOLP problem can be interpreted as the following nonfuzzy multi
objective linear programming problem which depends on the coefficients
(a, b, c) ∈ (Ã, B̃, C̃)α:

min zk = ckx k = 1, 2, . . . , p

s.t. x ∈ S(a, b) = {x ∈ Rn|aix ≥ bi, i = 1, 2, . . . ,m; x ≥ 0} (3.2)

Observe that there exists an infinite number of such problems depend-
ing on the coefficients (a, b, c) ∈ (Ã, B̃, C̃)α, and the values of (a, b, c)

are arbitrarily chosen from (Ã, B̃, C̃)α, in the sense that the degree of
all of the membership functions for the fuzzy numbers in the FMOLP
exceeds the level α. However, if possible, it would be desirable for the
DM to choose (a, b, c) ∈ (Ã, B̃, C̃)α in the problem (??) to minimize the
objective functions under the constraints. From such a point of view, for
a certain degree α, it seems to be quite natural to have the FMOLP as
the following nonfuzzy α-multi objective programming (α-MOP) prob-
lem [?].

(α−MOP ) :

min zk = ckx k = 1, 2, . . . , p

s.t. x ∈ S(a, b) = {x ∈ Rn|aix ≥ bi, i = 1, 2, . . . ,m; x ≥ 0}

(a, b, c) ∈ (Ã, B̃, C̃)α (3.3)

where ck = (ck1, ck2, . . . , ckn) and ai = (ai1, ai2, . . . , ain). The parame-
ters (a, b, c) are treated as decision variables [?]. Therefore, the problem
(??) is nonlinear. Sakawa [?] introduced the concept of an α-POS to
the (α-MOP) as a natural extension of the Pareto optimality concept
for the MOP as follows.

Definition 3.2. [?] A feasible solution x̄ ∈ S(ā, b̄) is called an α-POS
to (α-MOP) if there does not exist another x ∈ S(a, b), (a, b, c) ∈
(Ã, B̃, C̃)α such that ckx ≤ c̄kx̄ for all k and cjx < c̄j x̄ for at least
one j. The parameters (ā, b̄, c̄) are called α-optimal parameters.
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Sometimes an α-POS may not exist for the FMOLP problem. There-
fore, we define a slightly weaker solution concept than α-POS called
weakly α-POS to the FMOLP problem. The set of weakly α-POSs
holds a larger solution set than the preceding set and the set of weakly
α-POSs is not empty.

Definition 3.3. A feasible solution x̄ ∈ S(ā, b̄) is called a weakly α-

POS to (α-MOP) if there is no other x ∈ S(a, b), (a, b, c) ∈ (Ã, B̃, C̃)α
such that ckx < c̄kx̄ for all k. The parameters (ā, b̄, c̄) are called weak
α-optimal parameters.

In the following a special type of α-POSs is defined. In spite of weakly
α-POS, this type of solution yields a restricted set of α-POSs to (α-
MOP) problem.

Definition 3.4. A feasible solution x̄ ∈ S(ā, b̄) is called a strictly α-
POS to (α-MOP) if there does not exist another x ∈ S(a, b), x ̸=
x̄, (a, b, c) ∈ (Ã, B̃, C̃)α such that ckx ≤ c̄kx̄ for all k. The parameters
(ā, b̄, c̄) are called strict α-optimal parameters.

We denote the sets of all α-POSs, strictly α-POSs and weakly α-
POSs to (α-MOP) problem by XαP , XαSP and XαWP respectively. It is
clear that (α-MOP) is nonlinear. Howevere, in the following, by solving
an MOLP problem which depends on α, different types of α-POSs are
obtained.

Proposition 3.5. 1. Suppose that Ã = [ãij ]m×n and B̃ = [b̃ij ]m×1 are
fuzzy matrices consisting of fuzzy numbers. For a fixed value of degree α,
denote the matrices containing α-cut of the elements of matrices Ã and
B̃ by Ãα = [Al

α, A
r
α] and B̃α = [blα, b

r
α] respectively. Then for any given

x ≥ 0, Al
αx ≥ brα and Ar

αx ≥ blα are the smallest and largest feasible
regions in the problem (??), respectively.
2. Suppose that zk = ckx is the kth objective function such that ck ∈
C̃kα = [clkα, c

r
kα]. Then for any given x ≥ 0 we have ckx ≥ clkαx.

Proof. The proof is straightforward. □

After taking the degree α from the DM, we construct a multi objec-
tive linear programming problem as follows:

min zk = clkαx k = 1, 2, . . . , p

s.t. x ∈ S(arα, b
l
α) = {x ∈ Rn|ariαx ≥ bliα, i = 1, 2, . . . ,m; x ≥ 0}

(3.4)

where clkα = (clk1α, c
l
k2α, . . . , c

l
knα) and ariα = (ari1α, a

r
i2α, . . . , a

r
inα).

In fact, this problem has the largest feasible region, and lowest objec-
tive values among all possible situations of the problem (α-MOP). In



On fuzzy multi objective linear programming problems 7

the following we have worthful theorems which allow us to solve the
linear programming problem (??) instead of the nonlinear programming
problem (??).

Theorem 3.6. If x̄ is a POS to the problem (??), then x̄ is an α-POS
to (α-MOP) with α-optimal parameters (arα, b

l
α, c

l
α).

Proof. Clearly, x̄ is feasible to (α-MOP) with parameters (arα, b
l
α). Now

suppose that x̄ is not an α-POS to (α-MOP). Then there is x ∈ S(a, b)

that (a, b, c) ∈ (Ã, B̃, C̃)α such that ckx ≤ clkαx̄ for all k and cjx < cljαx̄
for at least one j. Therefore,

clkαx ≤ ckx ≤ clkαx̄

for all k, and

cljαx ≤ cjx < cljαx̄

for at least one j. Also x is a feasible solution for the problem (??), be-
cause the feasible set of the problem (??) is a subset of the feasible set
of the problem (??). All these imply that x̄ is not POS of the problem
(??). This is a contradiction. □

In the following we prove the inverse of the above theorem.

Theorem 3.7. If x̄ is an α-POS to (α-MOP) with α-optimal parameters
(ā, b̄, c̄), then x̄ is POS to the problem (??).

Proof. Clearly, x̄ is feasible to the problem (??). Suppose that x̄ is
not POS to (??). So, there is x with arαx ≥ blα and x ≥ 0 such that
clkαx ≤ clkαx̄ for all k and cljαx < cljαx̄ for at least one j. Therefore,

clkαx ≤ clkαx̄ ≤ c̄kx̄

for all k, and

cljαx < cljαx̄ ≤ c̄j x̄

for at least one j. On the other hand, x ∈ S(arα, b
l
α) and (arα, b

l
α, c

l
α) ∈

(Ã, B̃, C̃)α. All these imply that x̄ is not α-POS of the problem (??).
This is a contradiction. □

According to the above theorems, all α-POSs to (α-MOP) can be ob-
tained by solving the problem (??), which is an MOLP problem. Some
results hold for weakly and strictly α-POSs, which are stated in Theo-
rems ??-??.

Theorem 3.8. If x̄ is a weakly POS to the problem (??), then x̄ is a
weakly α-POS to (α-MOP) with parameters (arα, b

l
α, c

l
α).
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Proof. Clearly, x̄ is feasible to (α-MOP) with parameters (arα, b
l
α, c

l
α).

Suppose that x̄ is not a weakly α-POS to (α-MOP). Then there is

x ∈ S(a, b) with (a, b, c) ∈ (Ã, B̃, C̃)α such that ckx < clkαx̄ for all
k. Therefore,

clkαx ≤ ckx < clkαx̄

for all k. Also x is a feasible solution for the problem (??), because the
feasible set of problem (??) is a subset of the feasible set of the problem
(??). Therefore, x̄ is not weakly POS of the problem (??). This is a
contradiction. □
Now we prove the inverse of the above theorem.

Theorem 3.9. If x̄ is a weakly α-POS to (α-MOP) with α-optimal
parameters (ā, b̄, c̄), then x̄ is a weakly POS to the problem (??).

Proof. Clearly, x̄ is feasible to the problem (??). Suppose that x̄ is not
weakly POS to (??). So, there is x with ariαx ≥ bliα and x ≥ 0 such that
clkαx < clkαx̄ for all k. Therefore,

clkαx < clkαx̄ ≤ c̄kx̄

for all k. On the other hand, x ∈ S(arα, b
l
α), (arα, b

l
α, c

l
α) ∈ (Ã, B̃, C̃)α.

All these imply that x̄ is not weakly α-POS of the problem (??). This
is a contradiction. □

Theorem 3.10. If x̄ is a strictly POS to the problem (??), then x̄ is a
strictly α-POS to (α-MOP) with α-optimal parameters (arα, b

l
α, c

l
α).

Proof. The proof is similar to the proof of Theorems ?? and ??. □

Theorem 3.11. If x̄ is a strictly α-POS to (α-MOP) with α-optimal
parameters (ā, b̄, c̄), then x̄ is a strictly POS to the problem (??).

Proof. The proof is similar to the proof of Theorems ?? and ??. □

Theorems ??-?? show that all weakly and strictly α-POSs of problem
(α-MOP) can be obtained by solving the problem (??).

Sometimes inside the set of α-POSs of the FMOLP problem, the
DM desires to has some solutions that bound the tradeoffs between the
objective function values. In these solutions the DM can improve one of
intended objective functions by admitting to worse some others. Such
points called properly α-POSs, are defined below.

Definition 3.12. A feasible solution x̄ ∈ S(ā, b̄) is called a properly
α-POS to (α-MOP) problem if it is α-POS and there is a real number

M > 0 such that for all k and x ∈ S(a, b) that (a, b, c) ∈ (Ã, B̃, C̃)α
satisfying ckx < c̄kx̄ there exists an index j such that cjx > c̄j x̄ and



On fuzzy multi objective linear programming problems 9

c̄kx̄− ckx

cjx− c̄j x̄
≤ M . The parameters (ā, b̄, c̄) are called proper α-optimal

parameters.

We denote the set of all properly α-POSs to (α-MOP) problem by
XαPP . Clearly we have the the following relationships betweenXαP , XαSP , XαPP

and XαWP :

XαSP ⊆ XαP ⊆ XαWP , XαPP ⊆ XαP .

In the following, we propose a theorem to determine properly α-POSs.
First, Lemma ?? is presented which is used in the proof of Theorem ??.

Lemma 3.13. [?] Let X ⊆ Rn be convex and assume fk : X → R are
convex functions for k = 1, . . . , p. Then x̂ ∈ X is properly efficient for
the MOP (??) if and only if x̂ is an optimal solution of the problem

min
x∈X

p∑
k=1

λkfk(x) (3.5)

with positive weights λk, k = 1, . . . , p.

Theorem 3.14. Let x̄ be a properly POS to the problem (??). Then x̄
is a properly α-POS to (α-MOP) with α-optimal parameters (arα, b

l
α, c

l
α).

Proof. By Theorem ??, x̄ is α-POS. So, we only show that x̄ is prop-
erly α-POS to (??). Since S = S(arα, b

l
α) is a convex set and the ob-

jective functions clkαx for k = 1, 2, . . . , p are convex functions in the
problem (??), according to Lemma ?? there are positive weights λk,
k = 1, 2, . . . , p such that x̄ is an optimal solution to the problem

min

p∑
k=1

λkc
l
kαx

s.t. x ∈ S.

In other words,

p∑
k=1

λkc
l
kαx̄ ≤

p∑
k=1

λkc
l
kαx ∀x ∈ S. (3.6)

Now, suppose that x̄ is not properly α-POS to (??). Then ∀M > 0,

there exist x ∈ S(a, b), (a, b, c) ∈ (Ã, B̃, C̃)α and k ∈ {1, 2, . . . , p} such

that ckx < clkαx̄ and
clkαx̄− ckx

cjx− cljαx̄
> M for all j with cjx > cljαx̄. In other

words, (clkαx̄ − ckx) > M(cjx − cljαx̄). Define M := (p − 1)maxj ̸=k
λj

λk
.
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Therefore, we have

clkαx̄− ckx > (p− 1)
λj

λk
(cjx− cljαx̄), ∀j ̸= k.

Multiplying each of these inequalities by
λk

p− 1
and summing them over

j, j ̸= k implies
p∑

{j:j ̸=k}

λk

p− 1
(clkαx̄− ckx) >

p∑
{j:j ̸=k}

λj(cjx− cljαx̄)

⇒ λk(c
l
kαx̄−ckx) >

p∑
{j:j ̸=k}

λj(cjx−cljαx̄)

⇒
p∑

k=1

λkc
l
kαx̄ >

p∑
k=1

λkckx. (3.7)

On the other hand, we have ckx ≥ clkαx and λk > 0 for all k. Therefore,

p∑
k=1

λkckx ≥
p∑

k=1

λkc
l
kαx. (3.8)

Then, (??) and (??) imply that

p∑
k=1

λkc
l
kαx̄ >

p∑
k=1

λkc
l
kαx. (3.9)

Also x is a feasible solution for the problem (??), because the feasible set
of problem (??) is a subset of the feasible set of problem (??). Inequality
(??) contradicts (??). □

Theorem 3.15. If x̄ is a properly α-POS to (α-MOP) with α-optimal
parameters (ā, b̄, c̄), then x̄ is a properly POS to the problem (??).

Proof. By Theorem ??, x̄ is a POS to (??). So, we only show that x̄
is properly POS to (??). Suppose that x̄ is not properly POS to (??).
Then ∀M > 0, there exist x ∈ S(arα, b

l
α) and k ∈ {1, 2, . . . , p} such that

clkαx < clkαx̄ and
clkαx̄− clkαx

cljαx− cljαx̄
> M for all j with cljαx > cljαx̄. Since

c̄kx ≥ clkαx for all x ≥ 0 we have

c̄kx̄− clkαx

cljαx− c∗j x̄
≥

clkαx̄− clkαx

cljαx− cljαx̄
> M

Therefore, according to Definition ??, x̄ is not α-POS to (α-MOP). This
is a contradiction. □
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Remark 3.16. The problem (??) is a usual MOLP problem. Therefore,
it can be solved by existing methods to solve MOP problems such as
the elastic constraint method, the ε-constraint, the weighted sum, the
hybrid, the lexicographic methods, etc [?]. So, we have various options to
obtain solutions. Since the problem (??) is convex, solving the weighted
sum method can give us the different types of α-POSs [?]. Also, the
weighted sum method is an easy method to use. So let us use the
weighted sum method to solve the problem (??).

min W =

p∑
k=1

wkc
l
kαx

s.t. ariαx ≥ bliα i = 1, 2, . . . ,m (3.10)

x ≥ 0

where w = (w1, w2, . . . , wp) ∈ Rp is a vector of nonnegative weights.
The component wk in the problem (??) can be interpreted as the relative
importance of the kth objective function. The weights wk, k = 1, 2, . . . , p
in the problem (??) which indicate the preference degrees of different
objective functions are given by the DM. If the DM can not give the
weights wk, k = 1, 2, . . . , p in the problem (??), multi attribute decision
making methods such as AHP and TOPSIS can be used to determine
these weights [?].

Theorem 3.17. [?] Suppose that x̄ be an optimal solution to the problem
(??). Then the following results hold:
1. If w ∈ Rp

≥ then x̄ is weakly POS.

2. If w ∈ Rp
> then x̄ is properly POS.

3. If w ∈ Rp
≥ and x̄ is a unique optimal solution of (??), then x̄ is

strictly POS.

In the following we illustrate the proposed method by a practical
example.

Example 3.18. Suppose that a company is going to produce two kinds
of goods, namely P1 and P2. Let x1 and x2 represent the value of goods
P1 and P2, respectively. The production of x1 and x2 require two kinds
of energy resoures, namely R1 and R2. Let us assume that all parameters
of the problem containing total necessary time, total energy resource,
storage, profit of each unit, and market conditions are considered as
TFNs, given in Tables 1 and 2. The aim is to minimize total pollution
of production and total time of working and to maximize total profit.
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Table 1. Given data
P1 P2 supply

The requirements of R1 (9,11,12) (5,7,9) (2100,2300,2400)
The requirements of R2 (7,9,11) (12,15,17) (2500, 2700, 3000)

Table 2. Given data
P1 P2

unit profit (45, 47, 48) (49, 50, 52)
unit necessary time (20, 27, 30) (10, 13, 15)
unit pollution (5, 8, 10) (18, 21, 25)

So, the problem can be modeled as the following FMOLP problem:

max Z1(x) = (45, 47, 48)x1 + (49, 50, 52)x2

min Z2(x) = (20, 27, 30)x1 + (10, 13, 15)x2

min Z3(x) = (5, 8, 10)x1 + (18, 21, 25)x2

s.t. (9, 11, 12)x1 + (5, 7, 9)x2 ≤ (2100, 2300, 2400)

(7, 9, 11)x1 + (12, 15, 17)x2 ≤ (2500, 2700, 3000)

x1 ≥ 0, x2 ≥ 0.

For a given α the problem (??) is as follows:

min −Z1(x) = (−48 + α)x1 + (−54 + 2α)x2

min Z2(x) = (20 + 7α)x1 + (10 + 3α)x2

min Z3(x) = (5 + 3α)x1 + (18 + 3r)x2

s.t. (9 + 2α)x1 + (5 + 2α)x2 ≤ (2400− 100α)

(7 + 2α)x1 + (12 + 3α)x2 ≤ (3000− 300α)

x1 ≥ 0, x2 ≥ 0.

Now assume that α = 0.5. Then, we have

min − Z1(x) = −75.5x1 − 53x2

min Z2(x) = 23.5x1 + 11.5x2

min Z3(x) = 6.5x1 + 19.5x2

s.t. 10x1 + 6x2 ≤ 2350

8x1 + 13.5x2 ≤ 3150

x1 ≥ 0, x2 ≥ 0.

Assume that the importance of objective functions Z2, Z3 are the same
and the half of the first objective function. So we set λ2 = λ3 = 0.25 and
λ1 = 0.5, then by using the weighted sum method and applying LINGO
software, the optimal solution x̄ = (x̄1, x̄2) = (152.1739, 138.0435) with
objective function values Z1 = 18874.4567, Z2 = 5163.5869 and Z3 =
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3680.9786 is obtained. By considering Theorem ?? we can conclude that
x̄ is properly α-POS.

4. Discussion

For the fuzzy multi objective linear programming (FMOLP) problem
the notions of strict, weak and properly Pareto optimal solutions ( POSs)
of multi objective programming (MOP) problems was extended, then a
method was proposed to get on these solutions. In the proposed method
the FMOLP problem is converted to an MOLP problem which depends
on α-cuts of fuzzy numbers. Before solving the problem (??), the value
of α is specified by the decision maker (DM). Therefore, two approach
may used: 1) one can get α from DM, solve the problem (??), and give
the solution to DM. If DM is not satisfied with the solution, change α,
and repeat the process. 2) solve the problem (??) for different values of
α, give the solutions to DM, to select his desirable solution. Note that
by considering a level α, we try to obtain solutions whose membership
degrees are at least α. This means that the minimum satisfaction degree
of DM from the solution is α. So, α = 0 is not so desirable. On the other
hand, using α = 1 (which means the most possible satisfaction degree)
has two shortcoming: 1) may cause infeasibility; 2) the fuzzy nature of
the problem is lost. Therefore, the values α ∈ (0, 1) are recommended,
of course, the values closer to 1 are preferred.

Conclution

The current research focused on fuzzy multi objective linear program-
ming (FMOLP) problem where the parameters in both constraints and
objective functions are fuzzy numbers. On the basis of α-cut of fuzzy
parameters, some new solutions to the FMOLP problem have been pro-
posed namely weakly, properly and strictly α-Pareto optimal solutions
(α-POSs). In the set of POSs, DM is often interested in the properly
POSs that have finite tradeoffs between objective functions. Therefore,
in this article, the notions of properly POSs of multi objective problems
have been extended to the FMOLP problem. To the best knowledge
of the authors, this is the first paper which defines different types of
α-POSs to the FMOLP problem and obtains them by maintaining the
fuzzy nature of the problem. In this method, problem’s model (multi
objective) does not change. So, we can use different methods to solve
multi objective programming problems such as the weighted sum, the
ε-constraint, the elastic constraint, the hybrid, the lexicographic meth-
ods, etc. Since the related non fuzzy problem is convex, all POSs can be
obtained by solving the weighted sum method. On the other hand, the
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weighted sum method is an easy method to solve multi objective pro-
gramming problems. So, we used the weighted sum method. The main
advantage of this method is that different types of α-POSs (especially,
properly α-POS) can be obtained to the FMOLP problem by maintain-
ing the fuzzy nature of the problem. In this method, no ranking function
is used to convert the FMOLP problem to an MOLP one. Note that,
when a defuzzification method is used, the fuzzy aspect of the problem
is actually lost, which is not desirable. Because of efficiency and satis-
factory of the obtained new solutions for DM, this research undoubtedly
can be useful to solve the FMOLP problems.
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